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Executive summary 

Both large language models (LLMs) and 
generative AI are undergoing a significant 
increase in their abilities and global 
utilization. While these tools offer 
undeniable utility to the general public, 
they also present potential risks of misuse. 
Furthermore, bad actors are also actively 
investigating tools like OpenAI's ChatGPT.  

This document describes following aspects 
of an AI-based cyberthreats landscape:  

• How ChatGPT brand is misused for 
lures, scams, or other social 
engineering related threats  

• How generative AI can be used to 
generate malware  

• The potential pitfalls and changes it 
brings for security researchers and 
attackers  

• How ChatGPT and generative AI can 
help security researchers in their 
daily struggles, providing insights, 
and bringing AI-based assistants to 
their toolset 

 

Generative AI and other forms of AI are 
going to play a key role in the cyberthreats 
landscape. We expect that highly 
believable and multilingual texts misused 
for phishing and scams will be leveraged at 
scale, providing better opportunities for 
more advanced social engineering.  

On the other hand, we believe that 
generative AI as it stands now is unlikely to 
drastically alter the landscape of malware 
generation. Although many proofs of 
concept exist—mainly from security firms 
and nefarious actors testing the 
technology—it's still a complex approach, 
especially when compared to existing, 
simpler methods.  

Despite the risks, it is important to 
recognize the value that generative AI 
brings to the table when used for 
legitimate purposes. We already see 
security and AI-based assistant tools with 
various levels of maturity and 
specialization emerging on the market.  

Given the rapid development of these tools 
and the widespread availability of open-
source versions, we can reasonably 
anticipate a substantial improvement in 
their capabilities in the near future. 
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AI-generated lures and scams 
AI-generated lures and scams are having a 
moment. In the world of cybercriminals, AI 
now serves as the perfect use case for 
creating lures and carrying out phishing 
attempts and scams on victims. This is due 
to the fact that AI serves as a helping hand 
in writing various forms of texts–emails, 
social media content, e-shop reviews, SMS 
scams, and more. In general, AI also 
improves the credibility of social scams by 
providing trustworthy, authentic texts that 
eliminate the traditional phishing red flags, 
such as broken language and weird 
addressing. To our surprise, when we 
asked ChatGPT to make a lottery scam 
email more believable, it reduced the 
amount won, which can make the email 
slightly more believable. 

These threats, increasingly sophisticated 
and persistent, have begun to exploit 
advanced technologies, creating a new 
battlefield in the world of AI systems. In 
recent years, we’ve witnessed a number of 
societal issues and initiatives abused in a 
similar fashion—including (but not limited 
to) cryptocurrencies, Covid-19, and the war 
in Ukraine.  
 
 

In the case of ChatGPT, its popularity with 
hackers has less to do with their interest in 
AI than it does with the fact that ChatGPT 
has now become a household name. With 
the amount of attention ChatGPT receives 
these days, it would be surprising if 
attackers didn’t investigate how it can  
be used for their purposes.  

 

How is generative AI supporting 
the creation of lures and scams? 

When examining the ChatGPT scams 
created by cybercriminals, it’s important to 
observe the language used in scams and 
how AI can support malware authors in 
creating more advanced texts than they’d 
otherwise be capable of writing. AI can 
easily improve grammatical mistakes, 
provide content in multiple languages,  
and create multiple variations of texts to 
improve their believability.  

ChatGPT can currently provide robust,  
well-written texts, but if an attacker wants 
to perform a sophisticated phishing attack, 
they’d need to insert the text into proper 
templates. This is because phishing 
attempts must appear to be credible  
and consist of more than just text.  

https://www.avast.com/c-phishing
https://www.avast.com/c-scam
https://blog.avast.com/crypto-based-phishing-scams-avast
https://blog.avast.com/covid-19-spearphishing-scams-avast
https://blog.avast.com/cyber-threats-and-the-ukraine-conflict-avast
https://blog.avast.com/cyber-threats-and-the-ukraine-conflict-avast
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The attackers can choose from a plethora 
of existing phishing kits for sale where they 
obtain already functional and well-
designed phishing webpages or emails. 
They can also use web archiving tools to 
create a copy of the web and change the 
appropriate URLs to phish the victims.  
 
For now, it’s necessary for attackers to 
build some aspects of their attempts 
manually and ChatGPT is not currently the 
ultimate "out of the box" solution for 
creating advanced malware. Users simply 
can’t ask for a copy of a website along with 
a code and styles to run it. That being said, 
we expect that multi-type models, allowing 
the combination of multiple LLM outputs, 
including images, audio, and video, will 
emerge in the near future. Furthermore, 
we can already see projects like LlamaIndex 
incorporating multiple sources of data, 
enhancing the capabilities even further. 
With that, we expect that multi-type LLMs 
will be able to create highly believable 
custom phishing and scam campaigns 
targeting a specific audience, including 
special offers, package deliveries, 
investment opportunities, scams during big 
events, and more. 
 

Malvertising 
Malvertising–a portmanteau of "malicious 
advertising"–is a cybercrime tactic where 
malware is disseminated through online 
advertising. This technique cleverly exploits 
the extensive reach and interactive nature 
of digital ads to distribute harmful content.  

Unfortunately, attackers leverage 
ChatGPT’s name for these malicious 
vectors, with instances observed involving 
ads on popular platforms such as 
Facebook. For example, we have observed 
ads leading to articles and claiming massive 
income opportunities where all embedded 
links redirect to a fraudulent investment 
portal. 

 

https://www.llamaindex.ai/
https://www.avast.com/c-what-is-malvertising-how-to-stop-it
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People typically have to register or provide 
some kind of personal information. This 
serves as a first filter to lower the number 
of people who are not easily fooled by easy 
wins, get rich quick schemes, and so on.  
 
Once users provide their information, they 
become susceptible to a variety of 
malicious actions, such as identity theft, 
financial fraud, account takeovers, or being 
lured into further scams. The personal data 
collected can be misused or sold on the 
dark web, contributing to a broader 
ecosystem of cybercrime. Consequently, 
users who fall victim to malvertising may 
experience significant financial losses, 
compromised privacy, and emotional 
distress. 
 

 

The malvertising tactic is a good example 
of the ever-evolving strategies that 
cybercriminals employ to exploit trust and 
credibility. Recognizing such deceptive 
tactics is the first step towards mitigating 
the risks posed by these online threats. 
 
YouTube scams 
YouTube, one of the world's most popular 
online platforms, has not been spared from 
cybercrime. We have seen a significant 
increase in fake videos using prominent 
figures to trick users into harmful actions. 
What makes these scams especially 
insidious is their exploitation of trust, 
credibility, and human curiosity.  

The strategy often employed here is known 
as the “Appeal to authority” or “Argument 
from authority,” where cybercriminals use 
influential figures to supposedly validate 
the credibility of their message or 
investment opportunity. This manipulation 
can lead to the phishing of personal details, 
such as banking information, or directly 
coerce the victim into sending money to 
the attacker.  

 

 

https://www.avast.com/c-dark-web
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In one particular instance, videos were 
created featuring Elon Musk to lure 
unsuspecting users. These videos often 
capitalize on Musk's authority and 
influence in the tech and business world to 
legitimize the content. As we can see 
below, the motives of ChatGPT are often 
misused to lure users. 

 

 

 

 

 

The bad actors behind this case used a 
recording from an official stream discussing 
aspects of OpenAI and modified it to scam 
victims without the need of using 
voiceovers or deepfakes. At certain points 
in the video, a QR code is displayed that 
ostensibly offers access to exclusive 
content or rewards. In reality, this QR code 
redirects users to a scam page. These scam 
pages often take the form of 
cryptocurrency scams promising “easy” 
profits or elaborate phishing attempts that 
trick users into revealing sensitive 
information. 

 

 

 

 

 

https://www.avast.com/c-deepfake
https://www.avast.com/c-phishing
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The danger of these scams lies not only in 
the potential financial loss. Similarly to the 
malvertising, the theft of personal data can 
be used for further phishing attacks, 
account takeover, impersonation, or sold 
on the dark web.  

Although the use of AI was not necessary in 
this particular case, with increasing 
maturity of AI models like Midjourney, 
DALL-E or other purpose-built models we 
can only expect the use of artificially 
created fake images, videos, and audio, to 
increase over time both in quantity and 
quality. Tools like this can truly achieve 
remarkable results, even though they 
never actually happened. We are already 
seeing tools that allow users to quickly 
generate videos from a text script. It is still 
quite noticeable that the videos are not 
real, but that will become less visible in the 
future. 

Typosquatting 
Typosquatting usually involves minor 
changes in URLs to redirect users to a 
different website, potentially leading to 
phishing attacks. Furthermore, 
typosquatting is also used to encourage 
users to install applications that seem 
legitimate but aren't.  

An Android app named "Open Chat GBT : 
AI Chat Bot", which is shown in the 
screenshot below, is a prime example of 
this tactic. This subtle alteration can go 
unnoticed by users who aren’t paying close 
attention. 

 

Browser extensions 
Following the introduction and surge in 
popularity of ChatGPT, we witnessed the 
emergence of myriad browser extensions. 
While there are a number of legitimate 
extensions that have gained popularity, 
other malicious versions have used that 
popularity to lure in victims.  

To trick unsuspecting users, attackers 
create an extension with an enticing title 
that contains or closely resembles 
ChatGPT. The attackers leverage this 
confusion to convince users that the 
browser extension is genuine when, in 
reality, it’s a malicious piece of software.  

 

https://www.avast.com/c-dark-web
https://twitter.com/EliotHiggins/status/1637927681734987777
https://blog.avast.com/beware-of-your-browser-extensions-avast
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These apps often disseminate adware or 
stealers/spyware, with some even tricking 
users into subscribing to services that 
periodically drain fees from the victim’s 
credit card (this is also known as 
fleeceware).  

One such case was documented by 
Guardio, where threat actors copied the 
design of a legitimate extension called 
“ChatGPT for Google". The malicious 
version of the extension spread by these 
bad actors steals the Facebook sessions 
and cookies of its victims. 

 
Image credit: Guardio 

Fortunately, in the case of this malicious 
extension copycat, Google removed it from 
the Chrome Web Store shortly after it was 
reported by Guardio. 

 

 

 

Installers and cracks 
When trying to download a popular tool or 
application that you want to use, it’s not 
uncommon to come across installers that 
contain malware. These installers are 
designed to trick users into installing 
harmful software on their devices without 
even realizing it.  

They often appear to be legitimate 
installers, using the name and appearance 
of the real tool or application that you’re 
interested in. 
 
We can observe malicious installers like 
this misusing the name of ChatGPT that 
give users the promise to install and use 
ChatGPT on their device. One such 
example discovered by Meta’s engineering 

team is NodeStealer, malware that steals 
passwords and cookies from browsers. 

Cracks or unofficial versions of software 
can be risky, as it’s possible to hide 
malware inside them. Once installed, the 
malware may allow hackers to access your 
personal information, steal your 
passwords, or even take control of your 
computer. 

 

https://www.avast.com/c-adware
https://blog.avast.com/fleeceware-apps-on-mobile-app-stores-avast
https://labs.guard.io/fakegpt-2-open-source-turned-malicious-in-another-variant-of-the-facebook-account-stealer-d00ef9883d61
https://labs.guard.io/fakegpt-2-open-source-turned-malicious-in-another-variant-of-the-facebook-account-stealer-d00ef9883d61
https://labs.guard.io/fakegpt-2-open-source-turned-malicious-in-another-variant-of-the-facebook-account-stealer-d00ef9883d61
https://engineering.fb.com/2023/05/03/security/malware-nodestealer-ducktail/
https://engineering.fb.com/2023/05/03/security/malware-nodestealer-ducktail/
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Fake updates 
While browsing the web, users might come 
across an article that appears to be 
essential to read. But upon clicking the link, 
a page is displayed claiming that the 
browser is out of date and needs an update 
to show the content. One example is a 
SocGholish campaign where ChatGPT 
related articles are, among other topics, 
misused by attackers to lure people into 
downloading a browser update which is in 
fact typically a remote access trojan (RAT) 
giving the attacker complete control of the 
infected device. We see these pages often 
hosted on WordPress sites with vulnerable 
plugins or sites with weak admin 
credentials. 

 

 

 

 

AI as a tool for malicious 
purposes 

Recognizing AI-generated content is 
harder than you might think 
Large language models (LLMs)—the AI 
tools that power tools like ChatGPT—have 
been creating a lot of buzz from their 
beginning. People have been amazed by 
their capabilities, and they’ve undeniably 
opened up a wide range of new 
possibilities. At the same time, LLMs have 
also brought some troubles. For example, 
schools have quickly needed to figure out 
how to approach these newly available 
tools while effectively communicating their 
pros and cons to students.  

As a result, the need for a tool able to 
recognize AI-generated content emerged. 
We have analyzed a couple of projects that 
claim to be able to identify such content. 
Some of them have good results on basic 
prompts, but each one of them fails once 
any type of change is introduced. More 
specifically, generated text that was 
properly detected as 100% AI-generated 
was suddenly 100% human once ChatGPT 
was asked to introduce a couple of 
mistakes.  
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When it comes to detecting AI-generated 
code or even binaries compiled from AI-
generated sources, the problem becomes 
even trickier. Similar to detecting more 
traditional malware, this is yet another 
never-ending cat and mouse game 
between AI generators and detectors: 
Once the first detectors started popping 
up, new generators were created to avoid 
them. 

LLMs and malware 
Time and time again, it has been proven 
that LLMs can be used to generate 
malicious code. However, it should be 
noted that while LLMs can significantly 
simplify the process, some degree of 
understanding of the malware 
development process is required to get the 
desired output. There are also many 
available malware builders, obfuscators, 
and packers that make the LLM approach 
more cumbersome as they provide a 
tailored solution designed to create 
malware in such a way there is no active 
protection from malicious inputs. 

Our team tested LLMs to generate simple 
malicious portions of code for testing our 
products, and in doing so, we’ve put 
together some key takeaways: 

1. Proof of recognizing AI-generated 
content is hard, and protection 
techniques (such as packing and 
obfuscation) makes it even harder 
As mentioned above, the cat and 
mouse game between AI generators 
and detectors continues to play out. 
Since AI vendors continuously improve 
their models, detection models can 
become obsolete quite quickly.  
 
It is important to mention that LLMs 
don’t change the behavior of code, just 
how the code was created. So far, we 
haven’t seen LLMs come up with a 
novel, previously unseen technique to 
infect machines. It can only use an 
arsenal of already known techniques. 

2. Malware authors need to figure out 
much more than just source code 
They need to verify the proper 
functionality of the code, testing 
environments, obfuscation, distribution 
methods, and the infrastructure of the 
vector. What’s more, they’re 
responsible for preventing takedowns–
at the end of the day, it’s 
cybercriminals’ intent to have the 
threat working for the longest possible 
period of time.  

 

https://research.checkpoint.com/2023/opwnai-cybercriminals-starting-to-use-chatgpt/
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Testing of the generated code is 
important as our attempts showed a 
rather high amount of cases where the 
code didn’t work as intended on the 
first go and these errors can be hard to 
notice at first glance. 

The task of covering their tracks must 
also be included in a hackers’ scope of 
responsibility. This often amounts to 
money laundering, anonymization, and 
generally operational security. 

3. Creating malware still requires a fair 
amount of technical knowledge 
When it comes to creating prompts for 
LLM malware, the prompts themselves 
need to be quite precise–technical 
knowledge of how to write the code is 
still needed, although non-
sophisticated components can be more 
straightforward to write. Many real-
world examples only showcase short 
snippets of the malware creation 
process due to restrictions in both the 
prompt length as well as the security 
filters implemented in the LLM systems 
to avoid misuse for malicious purposes. 
Because of this, it can still be difficult to 
make a functional, more complex 
codebase.  

As an interesting consequence a whole 
new type of job has emerged where 
creating prompts for the model is the 
primary activity. 

It’s necessary for the attacker to test 
the results, tweak the queries, and 
know what the ideal (malicious) 
solution should look like. It is important 
to recognize that the attacker must 
possess knowledge of AV protections, 
anti-sandbox and anti-debugging tricks, 
as well as obfuscation techniques to 
overcome security measures. For these 
reasons, LLM malware isn’t the top 
choice for exercising the creativity 
required to write these kinds of 
malicious code. 

Spambots, social media, and fake reviews 
The rise of AI technology has inadvertently 
led to an evolution in spam tactics. 
Spambots have been observed exploiting 
OpenAI's ChatGPT system, which has a 
filtering mechanism designed to avoid 
generating offensive or inappropriate 
responses. 

 

 

https://twitter.com/conspirator0/status/1647671394476478467
https://twitter.com/conspirator0/status/1647671394476478467
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Instead of generating a substantive 
response, ChatGPT returns an error 
message when asked to generate 
inappropriate content, such as: "As an AI 
language model, I cannot generate 
inappropriate or offensive content," or "I’m 
sorry, I cannot generate inappropriate or 
offensive content." 

In many cases, spambots and fake social 
media bot accounts inadvertently publish 
these error messages. This is because 
spambots (both their algorithms and the 
people behind them) don’t validate output 
from ChatGPT—instead, they use the 
response from ChatGPT directly, resulting 
in self-incrimination of the bot as these 
messages can be used as a telltale sign of 
spambot activity. 

 
Image credit: Twitter 

Interestingly, we have also noticed 
spambots manipulating user reviews. Some 
entities copy a response directly from 
ChatGPT in an attempt to gain positive 
feedback or inflate product ratings. This 
highlights the evolving sophistication of 
spam strategies and the importance of 
maintaining vigilance in digital interactions. 

 
Image credit: VICE 

Spambots try to systematically flood 
product listings with deceptive reviews that 
exaggerate positive aspects, artificially 
inflate ratings, and create a false 
perception of popularity and quality. Users 
rely heavily on reviews to make informed 
buying choices, and when manipulated by 
spambots, they may unknowingly purchase 
subpar products based on misleading 
information. 

Each of these examples goes to show that 
ChatGPT is consistently being used for 
malicious purposes. The quality of the 
ChatGPT textual outputs as well as its 
capability to generate many different 
wordings will make the detection of fake 
reviews harder for both the e-shops as well 
as humans. 

https://twitter.com/conspirator0/status/1647671394476478467
https://www.vice.com/en/article/5d9bvn/ai-spam-is-already-flooding-the-internet-and-it-has-an-obvious-tell
https://www.vice.com/en/article/5d9bvn/ai-spam-is-already-flooding-the-internet-and-it-has-an-obvious-tell
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Generating other inappropriate results 
ChatGPT has a filtering system in place, but 
bad actors are still able to find ways around 
this in order to generate content for 
malicious purposes. Although it’s possible 
to get around the tool’s safeguards, this 
proves to be a timely task for hackers, who 
can save time simply by searching for 
queries using a traditional search engine. 
After all, there is a lot of “educational-use-
only” malware on GitHub anyways. 

 

It is possible that tools able to bypass the 
security filters, which is also called 
“jailbreaking”, will make the use of 
ChatGPT for malicious purposes more 
convenient.  

 

We can already see efforts like WormGPT, 
which is based on open-source LLM models 
and trained with malware in mind. Unlike 
other AI models that have implemented 
restrictions to combat abuse, WormGPT 
operates without ethical boundaries, 
making it more accessible even to novice 
cybercriminals. 

Deepfakes 
Deepfakes are a concerning and emerging 
form of technology that can pose serious 
threats to individuals and society as a 
whole. As a direct application of AI for 
malicious purposes, these convincing and 
highly realistic videos can make it seem like 
someone said or did something they never 
actually did. This is done by changing and 
manipulating the appearance and voice of 
the individual using AI. 

Deepfakes can have far-reaching 
consequences, leading to public outrage, 
damaged reputations, and even social or 
political instability. Moreover, deepfakes 
can be used for identity theft or fraud, as 
scammers can create videos or images that 
look like someone you know, tricking you 
into sharing sensitive information or 
inadvertently sending money to the 
attacker. 

https://thehackernews.com/2023/07/wormgpt-new-ai-tool-allows.html
https://www.avast.com/c-deepfake


 

 

Insights into the AI-based 

cyberthreats landscape 

 
014 Copyright © 2023 Gen Digital Inc. All rights reserved. | 

 

An example of this was the case of the 
deepfake video depicting Ukrainian 
President Volodymyr Zelenskyy that 
appeared online not long after the onset of 
the war in Ukraine. This was a highly 
politically motivated deepfake that 
surfaced on various social media platforms. 

We’ve also observed attempts to use 
deepfakes as defense arguments. In this 
case, a lawsuit was filed against Tesla by a 
car accident victim’s family who claimed 
that Tesla's automated driving software 
failed, while Tesla supposedly argued that 
the driver ignored warnings and was 
playing a video game while driving. The 
family's attorneys aimed to depose Musk 
about his recorded statements from 2016, 
but Tesla opposed the request by 
suggesting the Musk statements were 
deepfakes and that, as a result, he can’t be 
held responsible. 

In the wild 
While LLMs offer immense assistance to 
individuals seeking help with their 
everyday struggles, the same goes for the 
bad actors. Despite the safeguards put in 
place, we can already see attempts to 
create proof of concepts using a specific 
set of prompts, experimenting with the 
tools to create malware. 

In multiple examples, Check Point Research 
provides evidence that threat actors are 
investigating the use of ChatGPT for 
creating malware. For instance, a user on 
an underground hacking forum shared his 
efforts to create a functional information 
stealer, as well as claiming they were 
successful with creating multiple strains 
and techniques from publicly available 
write-ups. In another attempts, Check 
Point Research tried to prompt ChatGPT 
themselves to generate snippets of code 
which could be used in malware. 

Kaspersky, on the other hand, chose a 
different approach when they used 
ChatGPT to try to identify phishing based 
on a URL. Although the LLMs are not 
mature enough to do this yet, it shows the 
potential of the technology. With 
additional training and finetuning, it could 
become a viable detection method. 

The attackers don’t hesitate to try new 
tools and they will thoroughly test LLMs 
capabilities, including ChatGPT or other 
emerging models like WormGPT, in 
attempts to generate code (and text) for 
malicious purposes.  

 

https://www.youtube.com/watch?v=X17yrEV5sl4
https://www.theguardian.com/technology/2023/apr/27/elon-musks-statements-could-be-deepfakes-tesla-defence-lawyers-tell-court
https://research.checkpoint.com/2023/opwnai-cybercriminals-starting-to-use-chatgpt/
https://securelist.com/chatgpt-anti-phishing/109590/
https://thehackernews.com/2023/07/wormgpt-new-ai-tool-allows.html
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Even though possible, the process of 
generating malware is still cumbersome 
and other development methods, like 
copying code directly from Github or 
StackOverflow, are still more 
straightforward and easier. 

We experimented with generative AI in our 
testing environment, aiming to simulate 
behaviors usually associated with malware. 
However, we faced similar challenges in 
the process. Many of our attempts led to a 
high error rate in the generated code, 
which demanded expertise in identifying 
and resolving these errors. Additionally, 
when a prompt that could potentially be 
perceived as suspicious was introduced, 
the security filter was triggered, essentially 
blocking further prompts. This necessitated 
initiating an entirely new chat, which 
significantly reduced the convenience of 
the overall experience. 

We agree that ChatGPT can save time 
while producing simpler techniques for the 
testing environment. It could be utilized by 
a skilled person to produce better results 
with the right prompts, but we also expect 
this person to be well-funded in the field, 
using obfuscation and other protection 
techniques anyway. 

 

At this point, less savvy users will likely get 
frustrated in their attempts to generate 
malware, resulting in copying codes from 
Github and StackOverflow anyway, always 
walking the simplest path. However, when 
tools without security filtering and 
restrictions occur, like WormGPT, this 
might change rather quickly. 
 

How ChatGPT can serve as a 
tool for helping researchers 

While we’ve explained how LLMs can be 
used for malicious purposes, they can also 
be used for good and to support 
researchers in their work. When using the 
services of AI tools, it’s important to verify 
the output and ensure that you’re not 
using any internal company data. After all, 
anything that is entered into an AI tool can 
be used for further training and potentially 
lead to a leak. Having a third-party 
agreement or NDA can help combat this 
risk, but this is definitely not the case with 
a public service like ChatGPT nor any other 
tool that is offered for free. 

 

 

https://thehackernews.com/2023/07/wormgpt-new-ai-tool-allows.html
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Supporting analysts in understanding  
and writing detections 
Security analysts can use ChatGPT to 
prepare detection rules for them or, 
alternatively, to explain the existing rules 
when they’re in doubt about what exactly 
it is what they do. 

Detection languages that allow researchers 
to detect patterns (for example, in 
malware or its behavior), including Yara, 
Suricata, or Sigma, don’t reach the analyst-
quality level of rules when created by 
LLMs. For junior analysts, however, the 
provided template can be useful–they can 
take it as a starting point and improve the 
detections from that baseline. 

Presented below is a pre-formatted Yara 
rule template. It's prepared for an analyst 
to input malicious strings discovered in a 
Portable Executable (PE) file that's less 
than 100 KB. Accompanying explanations 
are also included. It’s far from perfect, but 
a junior analyst can proceed from this point 
and try to further improve the ruleset by 
submitting additional queries and 
searching online. 

 

 

AI-based assistant tools 
Many new projects are emerging that 
incorporate LLM-based tools in the form of 
AI-based assistant tools that can assist 
users with basic or more complex tasks 
alongside other tools. In general, AI-based 
assistants promise to speed up work while 
the user focuses more on important 
problem solving, which ultimately delivers 
efficiency and increased productivity. 

 



 

 

Insights into the AI-based 

cyberthreats landscape 

 
017 Copyright © 2023 Gen Digital Inc. All rights reserved. | 

 

There are AI-based assistant tools for 
office-style work, such as Microsoft 365 
Copilot or Google Duet AI, as well as more 
technical projects for tech-savvy users. 
These tools often possess an extensive 
knowledge base and can provide instant 
access to documentation, libraries, and 
examples. This means the user gets better 
suggestions, autocompletion, instant 
access to documentation, and examples. 

For malware analysts, AI-based assistants 
can help with understanding the assembly, 
the disassembled code, or debugging. They 
can provide insights into function calls, 
data structures, and control flow, which 
saves time and effort in the reverse 
engineering process. 

It’s important to note that the more 
specific the field is, the more difficult it 
may be to create a helpful assistant. This is 
the case in a specialized field like reverse 
engineering; in this scenario, the 
functionalities provided by an AI-based 
assistant can be limiting. However, we can 
only expect the AI-based assistants to 
improve and be incorporated into more 
tools and applications as time goes on. 

 

Here’s a non-exhaustive list of some of 
today’s AI-based assistants and their 
proposed functions: 

• Gepetto for IDA Pro: Provides meaning 
to decompiled functions. 

 

• VulChatGPT: Helps with finding 
potential vulnerabilities in binaries. 

• Windbg Copilot: Allows users to use 
ChatGPT capabilities directly in 
Windows Debugger. 

• GitHub Copilot: Suggests code and 
entire functions in real-time using the 
OpenAI Codex. 

• Microsoft Security Copilot: Designed to 
help defenders by assisting with breach 
identification, incident response, and 
understanding collected data. 

 

https://plugins.hex-rays.com/gepetto
https://github.com/ke0z/VulChatGPT
https://pypi.org/project/windbg-copilot/
https://github.com/features/copilot
https://news.microsoft.com/ai-security-2023/
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• Google Cloud Security AI Workbench: 
This specialized LLM introduced by 
Google is a collection of AI tools that 
are designed to help with point-in-time 
incident analysis, threat detection, and 
analytics. 

We see a great potential in the AI-based 
assistant tools, especially when they get 
finetuned and specialized over time. Even 
though we didn’t study all the 
aforementioned tools in practice and 
detail, we were able to test the capabilities 
of two red-teaming tools, namely 
PentestGPT and BurpGPT. 

PentestGPT provides code snippets/tools 
syntax that the tester can use and it 
advises further actions based on the output 
provided by the tester. We’ve found the 
maturity of the tool is currently low, 
discovering many bugs and 
incompatibilities, and it provides generic 
suggestions. 

BurpGPT is an extension for Burpsuite 
which sends the requests/responses to a 
GPT model for evaluation and gives info 
about discovered vulnerabilities. While 
testing the tool and browsing an online 
service, the extension transmitted data to 
OpenAI.  

However, we didn't receive any results, 
likely due to the absence of detected 
vulnerabilities. 

With the cloud-based tools, we quickly 
learned that due to the volume of data 
being transferred and used in the prompts, 
the costs of running such tools rendered 
them too expensive for everyday use, 
especially given the low quality of outputs. 

Furthermore, the users of AI-based 
assistant tools should carefully read the 
terms of use, privacy policies, and/or 
contracts of the services. For the tools to 
operate, users have to provide potentially 
sensitive information, possibly going 
against their interests or, in case of using 
the tools in the company environment, 
against the company security policies. 

Explaining the functionality of code 
To better understand and defend against 
malicious threats, security analysts can use 
ChatGPT to request an explanation of a 
specific portion of code. Below, we can see 
an example–the code provided is that of a 
malicious SocGholish (FakeUpdate) landing 
page. When asked for an explanation of 
the code, ChatGPT was able to provide 
some insights into the function of the 
code’s specific fields. 

https://cloud.google.com/blog/products/identity-security/rsa-google-cloud-security-ai-workbench-generative-ai
https://github.com/GreyDGL/PentestGPT
https://github.com/aress31/burpgpt
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This functionality can be useful both for 
analysts to learn new things and to point 
them in the appropriate direction in their 
studies.  

 

In a second example, ChatGPT delivered an 
explanation of a PowerShell script. The 
query attached to the code snippet was 
simply “explain”, which proved to be 
sufficient. 

Image credit: Twitter 

 
 
 

https://twitter.com/fr0s7_/status/1606013390152863744?t=QyRT0MwJHWKqGdl2LSmX4w&s=19
https://twitter.com/fr0s7_/status/1606013390152863744?t=QyRT0MwJHWKqGdl2LSmX4w&s=19
https://twitter.com/fr0s7_/status/1606013390152863744?t=QyRT0MwJHWKqGdl2LSmX4w&s=19
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In this scenario, ChatGPT didn’t provide a 
conclusion about what the script actually 
does. However, a junior researcher can use 
this output as a starting point to query for 
further details of what they don’t know. 

As with many evolving technologies, this 
approach isn’t bulletproof–while ChatGPT 
often can point analysts in the right 
direction, it can also do the complete 
opposite in certain cases. At the end of the 
day, analysts should maintain a critical eye 
of ChatGPT’s output and verify the content.  

It is important to mention that there is a 
limit to the size of the input, so defenders 
might need to analyze the code in parts. 
We can, however, expect this limitation 
will likely be much less noticeable in the 
future. 
 

Deobfuscating and beautifying  
simpler scripts 
When prompted, ChatGPT can try to 
deobfuscate scripts that analysts provide. It 
can handle simpler obfuscators and 
beautify the output, making it more 
accessible to the analyst. 
 
 

For example, below is the deobfuscated 
script from the FakeUpdate example given 
in the previous subsection. 

 

The analyst can already see some artifacts 
that they might find useful–this can make 
the analysis much faster. 
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Pricing and privacy concerns 
These are two important aspects of using 
huge language models: Privacy and price. 
Privacy concerns stem from the fact that 
many online models use submitted data for 
further training, which can in some cases 
lead to internal company data leaks (as was 
the case with Samsung). For use cases in 
the security industry, one would often 
need to submit a part of code or an email 
for the AI to be able to provide insights. 
This could also lead to data leaks and isn't 
acceptable. 

The second concern is price: According to 
estimates, running ChatGPT can cost the 
company as much as $700,000 each day. 
While this cost is likely quite high given the 
current popularity of LLMs and the 
resulting high volume of queries and 
inferences, it shows that running such 
models in-house to avoid privacy concerns 
is cost-prohibitive. Running these models 
requires high-performance graphics cards, 
which have recently been quite hard to 
come by and, in turn, significantly more 
expensive than their regular suggested 
price. 

 

 

Using an API access might not be cheap 
either. While testing several AI assistants, 
we’ve noticed that especially with larger 
inputs where additional data is provided 
(like pentesting assistants), the cost of 
operation raises very steeply, and the 
maturity of these tools just doesn’t balance 
the cost yet. 

Looking toward the foreseeable future, we 
expect to see significant cost reductions 
once tailor-made hardware has been 
developed and computational 
optimizations (like 8-bit matrix 
multiplication) are implemented to reduce 
the need for high-performance hardware. 

AI can hallucinate too! 
One big issue that we’ve encountered 
during our testing is that the models have 
the tendency to come up with responses 
that are simply untrue. This phenomenon is 
called hallucination.  

Take this example: In the following 
interaction, we asked for a vulnerability 
assessment. The model correctly identifies 
the type of vulnerability, but it points to a 
wrong function that causes it and makes up 
a couple of vulnerabilities that aren't there 
at all. 

 

https://mashable.com/article/samsung-chatgpt-leak-details
https://www.businessinsider.com/how-much-chatgpt-costs-openai-to-run-estimate-report-2023-4
https://www.businessinsider.com/how-much-chatgpt-costs-openai-to-run-estimate-report-2023-4
https://huggingface.co/blog/hf-bitsandbytes-integration
https://huggingface.co/blog/hf-bitsandbytes-integration
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The same can be said for code generation–
while code may look correct and run 
successfully, in some cases, it might not 
provide the correct results. For instance, 
we asked the model to generate code to 
pull articles from multiple subsites in 
WordPress. The model created a code that 
looked good at first sight and used the 
correct functions but didn’t work correctly. 
We only discovered the problems after 
putting the code into our staging 
environment and thoroughly testing it.  

This ended up being quite a tedious and 
time-consuming task, as finding bugs in 
somebody else’s code can become much 
harder than writing the code from the 
ground up. 

We expect more domain-specific LLMs to 
pop up in the future aiming at lowering 
hallucinations / false positives by being 
specifically trained for a particular use 
case. 
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Staying safe 

With the exponential growth of ChatGPT's 
popularity, it's no surprise that malicious 
actors have capitalized on its name to 
create scams or started using it with 
malicious intends in mind. However, there 
are a few tips to protect yourself and stay 
safer online: 

• Beware of offers that are too good to 
be true: If an offer seems too good to 
be true, it most likely is.  

• Verify the publisher and reviews: 
Always check the source and 
authenticity of the app or extension. Be 
suspicious of ratings that are only 5* 
and 1*, and reviews that look similar or 
are constructed in a similar way within 
a short period of time. 

• Know the product you want to use: 
OpenAI offers the basic version of 
ChatGPT for free (after registration) on 
the official website. Any offer that 
contradicts this should be treated with 
caution. 

• Avoid cracked software: Cracked or 
pirated software is a common method 
used by bad actors to distribute 
malware. 

• Report suspicious activity: If you 
encounter a suspicious ad, application, 
or browser extension, use the report 
button to inform the provider. 

• Keep your software updated: Make 
sure all your software, including your 
antivirus, is always up to date. 

• Trust your cybersecurity provider: 
Avast is here to protect you no matter 
what you do online. We’re continuously 
working with our users to protect them 
against the latest threats. Report a 
malicious sample or false positive on 
our website. 

• Educate yourself: There are many new 
articles every day about currently used 
and emerging cyberthreats. 

The rise of AI technologies like ChatGPT has 
unfortunately brought with it an increase 
in scams and cybersecurity threats. 
However, with awareness, vigilance, and 
the right cybersecurity tools in place, users 
can protect themselves and continue to 
enjoy the benefits of these advanced 
technologies. Stay safe in the digital world! 

 
 

https://www.avast.com/false-positive-file-form.php#pc
https://www.avast.com/false-positive-file-form.php#pc
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